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• Suppose  and  are equiprobable 3-bit binary words.X Y

• Let correlation pattern be such that .dhamming(X, Y) ≤ 1

• If  is available at both encoder-decoder, describe  using 2 bits.Y X

• Realize that there are only 4 possibilities for , X + Y {000; 001; 010; 100}

• What if  is “only” available at decoder ?Y

•  can still be described using only 2 bits !!X
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Toy example (continued)
• Realization:

• Wasteful to spend bits in differentiating  between ‘distant’ codewords.X

• Group 8 possible values of  into 4 groups (“binning”): X

• , , , B0 = {000; 111} B1 = {001; 110} B2 = {010; 101} B3 = {011; 100}

• Send the index of the bin (or coset).

• Resolve the uncertainty with  by checking Hamming distance.Y
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“[…] despite the existence of potential applications, 
the conceptual importance of distributed compression 
has not been mirrored in practical data compression.”
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Data-driven methods may help here!

Verdú (IEEE Trans. on Information Theory, 1998)
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“Learning” data compression via Nonlinear Transform Coding
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Outline
1. Review:  

“Learning” data compression via Nonlinear Transform Coding

2. New solutions to old problems in information theory:  
a) distributed data compression: Wyner–Ziv and extensions 
b) “compress-and-forward” for the relay channel
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Review:  
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𝒙̂

𝒚

𝒚̂
⌊⋅⌉
EC

𝑔𝑎

𝑔𝑠
signal
space

transform
space 𝑅𝐷

Nonlinear Transform Coding (NTC)
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arithmetic 
coding

NN

NN

uniform 
quantizer 
(rounding)

Ballé, Laparra & Simoncelli (ICLR, 2017)

θ

ϕ

ψ

MSE 
MS-SSIM

bits/pixel

L( , , ) = R + λDθ ϕ ψ

NN



Gradient is zero almost everywhere 
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<latexit sha1_base64="zDYuGXuQe7zyP5/NnXp1KWtjK1w=">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</latexit>

𝑦
𝑦̂ = ⌊𝑦⌉



Gradient is zero almost everywhere 
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<latexit sha1_base64="btNAtfGyF95SvznOQcz6W3tyElM=">AAANaXicrVdtc9w0EHbLWwkNtPCFgS+CwAzTce6leSEMmGmaNoQZOi1t+jKNMx3Z3rPVkyUjycldNP4V/Bq+wq/gN/AnWNl36Z2Ta8uUu5m7tfbZR7sraVeOCs606fX+vnDxrbffefe9S+8vfXB5+cOPrlz9+JGWpYrhYSy5VE8iqoEzAQ8NMxyeFApoHnF4HA13nP7xESjNpNg34wIOc5oKNmAxNTj07MpqOFA0JjYsqDKMchJm1JBxNTOCDwEJmRiY8bMrK71Or/6Qs0J/Iqx4k8+9Z1cvfxUmMi5zECbmVGvrSGMO1dJSWGooaDykKRygKGgO2tdHaS0c2lEdXLUUJjDA4OonS+MYmSq7t3/nl8ru7PR6OzstSISUqZKlSKaw25vu24KlES9hili/vrWxu95GpApATCFr69tbG2ttiIIXs2yvr61ttAFj4FweTzG7N2/u9NbnY7c01zk1mY//JsurOZ1TGCm5btkMpDC6gHgOfeDQq9qMOQQ/P7jrk0jy5MXzoS0Fi2UCqw6HlhpMTnFdkevgJkJ3UQjstdU9oEfj6tBuH4Fgago0mQPafXhCfhorILfgOX1UkjuOiyx9TeZQu0zRRuU0twDXXoF73uZFRiMwNnTYmPLK3r3zoLJxHild2byyohWqYcOTJkwncRYpqsYzq6x9gjQx/mYYDD4NmPEJsis28kkhNXM7nYnUJzqjiTzWtVCAM2QqLpnRHcANGTp+nMUyUZSm22kSZ6sZjSzNQlVxOuxYOfgkUfTYJyZj8dB5xXkQcXT7i34P/WOC5WVONDuB4HpnA9BXJgQogpEHPRjNcqOtAXXKryA2VKT/aYq19hT9+SmEOKU3CpNzwsociaciqecLtnovn3IhPS6aiLPXzVDL91dkx4DQ8jWzc5wxA+3sA0aayBJLJollMZ5sk8A2/2SkMzYwjReToXEztOrGqllfGJZXeCNXZtl+DBLmOHD/krkd2nVCF9lerJprAOSYJSYLOt8VpjoPHQ/Pg/c76/N4wIYxJgWezxd7AqeqWgezSAcFlwZLUzgVnXUsczRF1v56S9Pw0hHT3Q4tChAJmdCDwPqQYhPL8TAGlkY6WEOf/FSxxHcGxPmrAw6D2tPzWYkba1M3Kc+pGjYp7nc2CuPX4T+XTAQR2vNGLwuXaZxfS86Sqj0Rx7rFp7SuygUhFm7O2zjsb0NyDnggpRHSgHOjbeMCnaLrznF6qM54AelMdG5bBUIK8CUuCzPjoLO14Z+dz4+xD7nM4ilE8mPQ5tSifybSJqVIix1kBAkZTRZtMumojpBylorAtWNQeC6kwnNIfnBnwnG5BNfb61Xc43nu8f/JfTLPffIm3F186Ioyj7AIDaTC/tLtu0uPK0g29OvDMdPn7hagqMEbQGhUhSW1WqDVKd4w3M8CfcJoWtn6dwHCFYiqLjULEc1lqPlb5AdLc4mb3k6FRTg5MAUvsVWfSucir9kQTzQWtwpvfGnoO+llQDqaAlHCVOIqYCHJqUhseLuyoZzA3eWwuTtEEbntFmkWeX8R8n4b+XQR8mkbeQuR39daldukrd1HrZFFazTGMoKLMrVqHufDuhbmY21UaQ76hzY8UiWf1ONeYUgGLM2MkxIoTLbSx1XmLjFzs2iNN+psMk3EhO2G+RCUWN3My+68o6GhKVZCjclOEiNj3Aq4/S38VtbvAZXtVw6CsWRwOugcxq3PQaBt/T7ARFJfv9Gzqq3TQ1YgD4xabQLw0GCnyycG+EpjXRl3XZx0OmTNGeB7Rb/9FnFWeHS909/sbP66vnJjb/KGccn73PvS+8bre996N7w975730Iu9370/vD+9vy7/s3x1+dPlzxroxQsTm0+8uc/yyr+2de1k</latexit> 𝜕𝑦̂𝜕𝑦 = ∞

<latexit sha1_base64="wMEy3HCNyRrxg3Mg35hm7eRCZho=">AAANZHicrVfrbts2FHa7W5clW7tivwYM3LoBRaH40jhZhk1D07RZBqxo16YXNAoKSjqWWFOkRlKJHUKvsKfZ3+099gJ7jh1KdmIrcduhswH7iOc737mQPKTCnDNtut2/L1x859333v/g0odLHy2vfPzJ5SufPtGyUBE8jiSX6llINXAm4LFhhsOzXAHNQg5Pw+G20z89BKWZFHtmnMNBRhPBBiyiBodeXL4eDBSNiA1yqgyjnAQpNWRczozgg0+6Ly5f67a71YecFXoT4Vpr8nnw4sry10EsoyIDYSJOtbaOL+JQLi0FhYacRkOawD6KgmagPX2YVMKBHVV5lUtBDAPMq3qyNIqQqbS7e/d+Ke32dre7vd2AhEiZKFmIeAq7u+G+DVgS8gKmiP7NzfWdfhORKAAxhaz1tzbX15oQBadetvpra+tNwBg4l0dTzM7t29vd/nzulmY6oyb18N+kWTmncwojJdcNm4EURucQzaH3HXpVmzEH/+dH9z0SSh6fPh/YQrBIxrDqcGipwWSUCce1fxuhOyj49sbqLtDDcXlgtw5BMDUFmtQB7R48Iz+NFZA78JI+Kcg9x0WWviFzqB2maK1ymjuAc6/APW/xPKUhGBs4bER5ae/fe1TaKAuVLm1WWtFI1bDhcZ2mkzgLFVXjmVnWHkGaCH9TTAafBsx4BNkVG3kkl5q5Rc5E4hGd0lge6UrIwRkyFRXM6DbgggwcP3qxTOSF6bTrwtlyRiMLs1CVnww7Vg4eiRU98ohJWTR0UXHuhxzD/rLXxfiYYFmREc2Owb/ZXgeMlQkBimDmfhdGs9xoa0Cd8CuIDBXJf3Kx1nTRm3chxAm9UVicY1ZkSDwVSeXP3+y+2uVCepw0EaVvWqFG7K+pjgGh5RtW5yhlBprVB8w0lgV2SxLJfDxZJr6t/8lIp2xg6igmQ+N6aNWNlbOxMOys8FahzLL96MfMceD6JXMrtOOEDrKdzprr/eSIxSb129/lpjwPHQ3Pg/fa/Xk84FkxJjnuz9M1ga7KxsbMk0HOpcHWFExFZx3JDE2RtddvaGpeOmK606Z5DiImE3oQ2B8SPL8y3Iy+paH21zAmL1Es9pwBcfFqn8OgivR8VuLGmtR1yTOqhnWJe+313HhV+i8lE36I9rzWy9xVGv1ryVlcNh1x7Ft8Suu6nB9g4+a8icPzbUjOAQ+kNEIacGE0bVyiU3R1cpxsqjNRQDKTnVtWvpACPInTwszYb2+ue2f9eRGeQ66yuAuR/Ai0ObHoncm0LinS4gkygpiMJpM2cTqqMqScJcJ3xzEo3BdS4T4kP7g94bhcgavl9Tru8Tz3+P/kPp7nPn4b7g4+dESRhdiEBlLh+dLpuUuPa0g28KrNMXPO3c9BUYM3gMCoEltquUCrE7xhuJ8F+pjRpLTV7wKEaxBl1WoWIurLUP23KA6WZBIXvZ0Ki3ByYHJe4FF9Ip2LvGED3NHY3Eq88SWB56RXAeloCkQJS4mzgI0koyK2wd3SBnICd5fD+u4QhuSum6RZ5MNFyIdN5PNFyOdN5B1Efl9pVWbjpnYPtUbmjdEI2whOytSqfpxP60aQjbVRhdnvHdjgUBV80o+7uSEpsCQ1ToohN+m1Hs4yd4WZ86I13qjTiZuQCdsJsiEosbqRFZ35QANDE+yEGosdx0ZGuBRw+Vv4raheAUrbKx0Ec0nhZNAFjEufg0Db6lWAibi6fmNkZVOnhyxHHhg1jgnATYMnXTYxwLcZ69q4O8VJu03WnAG+V/SabxFnhSc3272N9sav/Wu3didvGJdan7e+al1v9Vrftm61dlsPWo9bUev31h+tP1t/Lf+zsrxydeWzGnrxwsTmamvus/LFv3Z+6tw=</latexit>𝜕𝑦̂𝜕𝑦 = 0
<latexit sha1_base64="zDYuGXuQe7zyP5/NnXp1KWtjK1w=">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</latexit>

𝑦
𝑦̂ = ⌊𝑦⌉



Proxy rate-distortion loss

Replace rounding with additive uniform noise.

11Ballé, Chou, Minnen et al. (IEEE STSP, 2021)



Proxy rate-distortion loss

Replace rounding with additive uniform noise.
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training

inference

<latexit sha1_base64="2R8HM/lB5/meB/85kt/zhLgbbeY=">AAAOj3icrVfbbtw2EF2nt9RN3bh97Atbu4CTai/yLS5cBXGcuA7QIHHiXBDLMCiJKzFLkSpJ2SsL+rB+Sp/62v5Fh5J2vSt7kxTtLiCNOGfODKnhDOUljCrd6/0xd+2jjz/59LPrn89/cePLha9uLn79UolU+uSFL5iQrz2sCKOcvNBUM/I6kQTHHiOvvMGu0b86JVJRwQ91lpDjGIec9qmPNQydLM49cz0SUp5rOjhPqK9TSYqjoWOT2MrM9Xh+3uUiIEeUJ6k+RiuZfQvly9lysV0rRKprzUmE9S2ENVpZNrAfV+wNq3dr2eBdUKHKKME6qmja7bFRydSnTBNpoZgGZziDO9aSDoH5ACjm3UDisyMdUQ4jPSAu7TsbE1JnoxLtCan2Y4N6UhwBVktxG7nuPARXO2nfPb6I8ODW9uTwwWTcxoLwYGr15k9uLvU6vfKHLgt2LSy16t/Tk8Uby24g/DQmXPsMK5VjqanPgGveTRVJsD/AITkCkeOYKEudhqVwnA/LFCggQNKHFCifcuz7wFTk+4ePfy3y3d1eb3e3AfGAMpQi5cEI9nDT/Buw0GMpGSHWV7c29tabiFASwkeQtfWdrY21JkSSCy8762trG01ARhgTZyPM3v37u7316bnnOFaQDpEFdx3FxZTOKLQQTDVs+oJrlRB/Cn1k0G2lM0acR8+fWMgTLLh4Ps5TTn3IxrbBgaUiOsaUG66j+wDdA8HJb7f3CT7NiuN855RwKkdAHRlgfkheo18ySdAD8ha/TNFjw4Xmf0BTqD0qcaUymgcE3r0k5nmHJRH2iM5dg/UxK/Inj58XuR97UhV5XOS8MVWTgNU0jcSoJ7HMJt6yshDQ+HCNYDLw1Kd6tMEslAhFTT2gPLSQinAgzlQpJMQYUumnVKsOgYR0DT94yct60O1UC5cXE5qqIFytSsbDhpURC5mdZSHY1v7ARMWY4zEI+zu7ZwoBp3EaI0XPibPa2SAQK+WcSAQzd3pkOMldVY8xvyS+xjz8Vy7Wmi7saRecj+m1hMU5p2kMxCMRlf6crd67Xc6kh5fG/ehDV6gR+3tWRxOuxAeuzllENWmuPjQEFIgUGgvyRZLVaeLk1R0NVUT7uoqiHsqqobYZKyZjodCEyH8KZZLtrhNQwwH5i6YytGuErmkYY1+mTaIzGujI6fyU6OIqtD+4Cm531qfxBNpqhkwzu8gJcFU0NmYS9hMmNJQmdyQaa1/EYAqs9npDU/HiIVXdDk4S6C6opicc6kMIrT6Gzejk2FPOGsRkhZIGljFAJl7lMNIvI72aFZmxJnW15DGWg2qJoScm2iqn/1ZQ7nhgzyq9SMxKg38lGA2KpiMGdYuNaE2Vc1wo3Iw1cdDfBugKcF8IzYUmJoymjZnoCF12jvGmuhQFCSdmZ9LK4YITS8BroTpzOlsb1mV/lg99yKws7EIgPyNKjy3sSzOtlhRooYMMSYCG9UurnQ7LGWJGQ+6YdgwHGwWssA/Rz2ZPGC6zwGV6vY87m+bO/k/u82nu8//C3YWHLk9jD4pQX0joL13bHHpMQcpdq9wcE33uSUIk1nACcLUsoKQWM7QqhBOGuczQBxSHRV5eZyBMgSjKUjMTUR2GqtusOGgYC0j6fCTMwom+TlgKrXosXYm8nbuwo6G4FXDiC13LSO8C4uEICJI5mJMzKCQxhhOo+7DIXVHDzeGwOjt4HnpoXtIk8tks5LMm8s0s5Jsm8gEgt0utjPOgqT0ErRZJY9SHMgIvZWRVPU5P67YbZ0rLVB/Zx7l7KlNW1+NeolFEaBhpIwUk0dGSDW+ZmYWZ8qIUnKij2o0HXzpdNx4QydubcdqdDtTVOIRKqGCxg0ALH1IB0j8nv6Xl11KR24WBwFwiMh40AUPqM8LBNoevG0l5UB6/IbKiqVMDmgAPGTbaBIFNA50urg3gwy83Zdx0cdTpoDVjAN8VdvMr4rLwcrVjb3Y2D1aX7u3XXxjXW9+2vm+ttOzWnda91n7raetFy5/7fe7Pub/m/l5YXLizcHfhXgW9NlfbfNOa+i08+gcpgzxB</latexit>𝑦 𝑦̂
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𝛥𝑦 ∼ 𝒰
Ballé, Chou, Minnen et al. (IEEE STSP, 2021)
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rate-distortion with (decoder-only) side information

RY → ∞



Special case of distributed compression:  

EncoderXn Decoder (X̂n, D)
RX

Yn

13Wyner & Ziv (IEEE Trans. on Information Theory, 1976)

Also known as Wyner-Ziv setup in information theory.
rate-distortion with (decoder-only) side information

RY → ∞

e.g., video coding
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e.g.,:

Also known as Wyner-Ziv setup in information theory.

X = Y + N
Y ∼ 𝒩(0,1)
N ∼ 𝒩(0,10−1)

rate-distortion with (decoder-only) side information

e.g., video coding
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Fig. 1: One-shot lossy compression with decoder-only side information.
A version of this compression setup that assumes an asymptotically large
blocklength is known as the Wyner–Ziv problem [13] in information theory
literature.

of handling complex correlations between information sources.
We posit that learning-based methods could be helpful in this
regard, given their quick adaptability to arbitrary data sources
and to new modalities of multimedia.

In this document, I summarize our recent results on DNN-
aided DSC, with a specific focus on a special and simpler
distributed lossy compression case where the side information
is available only at the decoder side, also known as the
Wyner–Ziv problem [13] in information theory literature. In
particular, we leverage the universal function approximation
capability of ANNs [12], [14] and machine learning techniques
to find constructive solutions for the Wyner–Ziv problem in
the non-asymptotic blocklength, particularly one-shot, regime
(see Fig. 1). Although the popular class of neural methods
based on stochastically-trained ANN-based compressors [9]
seems to be a good candidate for the source coding with side
information setup we consider, as we demonstrated in our
journal paper [15], it fails to recover many-to-one mappings
exploiting the side information and as a consequence, is unable
to learn any proper binning (grouping) scheme. To understand
the efficacy of learning-based techniques and the conditions
under which they perform competitively, I also discuss setups
involving abstract sources in addition to practice-oriented ones
that involve images.

II. POPULAR ANN-BASED COMPRESSOR FAILS TO
EXPLOIT SIDE INFORMATION

Most popular previous work on end-to-end learned lossy
compression literature can be collected under the banner of
nonlinear transform coding (NTC) [9]. NTC greatly simplifies
the joint optimization of rate and distortion by mapping the
source into a latent space using learnable nonlinear decor-
relating transforms, and then quantizing and coding each of
the dimensions in the latent space. NTC-based compression
schemes can easily adapt to any arbitrary source distributions,
by replacing the training data, as well as to any differentiable
distortion measures, through end-to-end stochastic optimiza-
tion methods. Recently, NTC-based models have superseded
the best linear transform codecs for images (such as JPEG
[6]), under both traditional and perceptual quality metrics [8].

In the general case of point-to-point compression (no side
information) setup, the neural compression models based on
this data-driven NTC framework optimize a rate–distortion
objective of the following form:

→ log2 qω(↑(fε(x)↓) + ω · d(x, gϑ(↑(fε(x)↓)) (1)

Here, d(·, ·) is a distortion measure that quantifies the dis-
crepancy between inputs and reconstructions; fε and gϑ are
learned encoder (analysis), and decoder (synthesis) functions,
with parameters ω and ε, respectively. Also, ↑·↓ denotes
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Fig. 2: Rate–distortion performances (R-D) obtained with Nonlinear Trans-
form Coding (NTC) [9], which is adapted to incorporate the available side
information, that uses a variant of Eq. (1) as the objective function. We
consider a simple one-shot source coding with side information setup: let
X ↑ Laplace(0; 1) and Y = sgn(X), i.e., the sign function of the input
realization, and let the distortion metric d(·, ·) be mean-squared error. Unlike
the class of state-of-the-art methods, termed NTC, our proposed formulation
in [15] recovers the theoretically optimum R-D function with side information.

uniform scalar quantization (rounding to integers), and qω
corresponds to the learned probability distribution model, with
parameters ϑ, over the quantized latents.

One can easily adapt the objective function in Eq. (1) in
order to fuse the side information by replacing the decoding
function with gϑ(↑(fε(x)↓),y), which now instead receives a
concatenated vector of both inputs. A similar line of reasoning
was followed in my previous neural image compression works
in [16], [17], where we used an NTC-based scheme to exploit
the decoder-only side information in the form of a correlated
image.

While the NTC-based compressors seem to be a good candi-
date for the Wyner–Ziv problem, our analysis in [15] revealed
that surprisingly, they fail to exploit the side information most
efficiently (see Fig. 5). We argue that this popular class of
neural compressors are unable to recover any flexible and
efficient binning schemes even considering a simple test case,
where side information is the sign function of input realization.
We speculate this might be due to the NTC-based compressor’s
spectral bias, which renders them biased towards learning
smooth functions instead [18].

III. LEARNED DISTRIBUTED COMPRESSION WITH
ABSTRACT SOURCES

As an alternative to the NTC-based compressors, our work
in [1], [2], [15] proposes a more generic learning-based
algorithm, which represents the first unstructured entropy-
constrained vector quantizer that makes use of side informa-
tion. We demonstrate that such a learned compressor can re-
discover some principles of the optimum theoretical solution
for the Wyner–Ziv problem, such as binning in the source
space as well as optimal combination of the quantization index
and side information at the decoder, for various exemplary
sources. This provides empirical evidence that the ANN-based
methods can learn constructive solutions very similar to some
of the handcrafted compressors proposed for the Wyner–Ziv
problem, such as the well-known information theoretic work
named DISCUS [20], without requiring a priori knowledge of
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NTC assigns unique index  
for each interval.

NTC recovers smooth  
nonlinear transforms.

a b c d e f g h i j k

encoder: ℝ ↦ ℤ
decoder: ℤ ↦ ℝ

codebook 
indices:

X ∼ Laplace(0,1)
Y = sgn( X )

Sullivan (IEEE Trans. on Information Theory, 1996)
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𝑥̂

𝑢
𝑢 EC

𝑒
𝑔 𝑦 𝑅𝐷



How to overcome the smoothness learning bias?

• Motivation: encoder can implement arbitrary maps? 
• Let the encoder output indicator (one-hot) functions,   

rather than vectors rounded to integers.
• This gives the encoder the same structure as a classification network.

• Encoder be , instead of   as in NTC.eθ : ℝ ↦ {a, b, c, d, ⋯} eθ : ℝ ↦ ℤ 17

<latexit sha1_base64="IgrRbX0cj7MMbbtPgvXDg4/16tM=">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</latexit> 𝑥
𝑥̂

𝑢
𝑢 EC

𝑒
𝑔 𝑦 𝑅𝐷
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<latexit sha1_base64="IgrRbX0cj7MMbbtPgvXDg4/16tM=">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</latexit> 𝑥
𝑥̂

𝑢
𝑢 EC

𝑒
𝑔 𝑦 𝑅𝐷

Replacing NTC with something less constrained

• Let encoder  output “logits” .  eθ(x) (α1, α2, α3, ⋯)
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<latexit sha1_base64="IgrRbX0cj7MMbbtPgvXDg4/16tM=">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</latexit> 𝑥
𝑥̂

𝑢
𝑢 EC

𝑒
𝑔 𝑦 𝑅𝐷

Replacing NTC with something less constrained

• Let encoder  output “logits” .  eθ(x) (α1, α2, α3, ⋯)

• Choose quantization index as  .u = argmaxi αi
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<latexit sha1_base64="IgrRbX0cj7MMbbtPgvXDg4/16tM=">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</latexit> 𝑥
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𝑢
𝑢 EC

𝑒
𝑔 𝑦 𝑅𝐷

Replacing NTC with something less constrained

• Let encoder  output “logits” .  eθ(x) (α1, α2, α3, ⋯)

• Choose quantization index as  .u = argmaxi αi

•  can still be a smooth function although  may not be!x ↦ αk x ↦ u
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Gumbel-Softmax trick
Allows differentiable sampling from categorical-like distribution.
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softmax is differentiable!!
Maddison et al. (ICLR, 2017)

Rather than sampling an index u, we sample a vector u:

uk =
exp((αk + Gk)/t)

∑i expi((αi + Gi)/t) As , we approach  .t → 0+ arg max



Learned compressor recovers “binning” (grouping)
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Ozyilkan, Ballé & Erkip (ISIT, 2023 & Neural Compression Workshop @ ICML’23 [oral])

X = Y + N
Y ∼ 𝒩(0,1)
N ∼ 𝒩(0,10−1)
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with some constructive attempts at 
implementation.
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For ,  Gaussian;  
the optimal decoder is linear given 
the quantization index.

X Y

with some constructive attempts at 
implementation.



Empirical results of Gumbel-Softmax
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Fig. 4: Rate–distortion performances (R-D) obtained with Nonlinear Transform Coding (NTC) [9], which is adapted to incorporate the available side information,
that uses a variant of Eq. (1) as the objective function. We consider a simple one-shot source coding with side information setup: let X ↑ Laplace(0; 1) and
Y = sgn(X), i.e., the sign function of the input realization, and let the distortion metric d(·, ·) be mean-squared error. Unlike the class of state-of-the-art
methods, termed NTC, our proposed formulation in [15] recovers the theoretically optimum R-D function with side information.
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Fig. 5: Rate–distortion performances (R-D) obtained with Nonlinear Transform Coding (NTC) [9], which is adapted to incorporate the available side information,
that uses a variant of Eq. (1) as the objective function. We consider a simple one-shot source coding with side information setup: let X ↑ Laplace(0; 1) and
Y = sgn(X), i.e., the sign function of the input realization, and let the distortion metric d(·, ·) be mean-squared error. Unlike the class of state-of-the-art
methods, termed NTC, our proposed formulation in [15] recovers the theoretically optimum R-D function with side information.
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Empirical results of Gumbel-Softmax

The inability to 
effectively perform 
“binning” (grouping) 
hurts the performance 
of NTC.
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Training with Gumbel–Softmax objective

• Optimization requires hyperparameter search  
(e.g., temperature scheduling).

• The loss function is not an upper bound on true objective  
(the rate-distortion).
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Training with Gumbel–Softmax objective

• Optimization requires hyperparameter search  
(e.g., temperature scheduling).

• The loss function is not an upper bound on true objective  
(the rate-distortion).

• Another solution for replacing  with : eθ : ℝ ↦ ℤ eθ : ℝ ↦ {a, b, c, d, ⋯}

• Encoder follows classical entropy-coded vector quantizer (ECVQ).

• Encoder is completely unstructured in this case: 
 can assign any quantization index to input realization.→

22Ozyilkan, Ballé & Erkip (ISIT, 2023 & Neural Compression Workshop @ ICML’23 [oral])



ECVQ version of Wyner–Ziv model
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• ECVQ objective is exactly what we 
want to optimize and requires  
no relaxation (e.g., temperature 
scheduling).
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want to optimize and requires  
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scheduling).

• But, the encoder doesn’t scale to 
higher dimensions  
(as in “traditional” VQ models)!
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Learning to Write on Dirty Paper
Anonymous Authors

Abstract—Dirty paper coding (DPC) is a classical problem
in information theory that considers communication in the
presence of channel state known only at the transmitter. While
the theoretical impact of DPC has been substantial, practical
realizations of DPC, such as Tomlinson–Harashima precoding
(THP) or lattice-based schemes, often rely on specific modeling
assumptions about the input, state and channel. In this work, we
explore whether modern learning-based approaches can offer a
complementary path forward by revisiting the DPC problem. We
propose a data-driven solution in which both the encoder and
decoder are parameterized by neural networks. Our proposed
model operates without prior knowledge of the state (also
referred to as “interference”), channel or input statistics, and
recovers nonlinear mappings that yield effective interference
pre-cancellation. To the best of our knowledge, this is the
first interpretable proof-of-concept demonstrating that learning-
based DPC schemes can recover characteristic features of well-
established solutions, such as THP and lattice-based precoding,
and outperform them in several regimes.

I. INTRODUCTION

The problem of communicating over channels with known
state at the transmitter is a well-studied setup in information
theory [1]. Costa’s seminal work [2], entitled “Writing on
Dirty Paper”, showed that, for the Gaussian channel when
the state, or the interference, is also Gaussian and is known
noncausally at the transmitter but not at the receiver (see
Fig. 1), it is possible to pre-cancel its effect entirely and
achieve the same capacity as if there were no interference
present. The “dirty paper” analogy comes from the idea
that, much like writing a message on a sheet that already
has dirt marks, the transmitter can incorporate knowledge of
the interference (the “dirt”) into the signal it sends, rather
than attempting to erase or avoid it. While Costa’s result
is theoretically elegant, practical realizations still remain an
active area of research, and significant effort has been devoted
to developing implementable schemes that approach the per-
formance promised Costa’s theoretical result.

Building on this foundational insight, dirty paper coding

(DPC) has been a key nonlinear technique in multi-user
communication systems. In particular, it plays a central role in
the design of broadcast strategies for multiple-input multiple-
output (MIMO) downlink channels [3]–[6]. In these settings,
from the perspective of each user, signals intended for other
users appear as interference. However, since the transmitter
has noncausal knowledge of transmitted signals for all users,
it can apply DPC to pre-cancel this interference. This concept
has inspired a broad line of research focused on translating
DPC’s theoretical gains into practical multi-user systems [7]–
[13], where DPC-based designs have been shown to signifi-
cantly outperform their linear counterparts.

In the high SNR regime, DPC can be approximated by

V Encoder X +

S

+

N

Decoder V̂

E[→X→2] ↑ PX

Y

Fig. 1: The dirty paper coding problem. The transmitter maps the
message V and known interference S to an input X , subject to an
average power constraint. The receiver observes the channel output
corrupted by additive noise N .

Tomlinson–Harashima precoding (THP) [14]–[16], a nonlin-
ear precoding strategy originally introduced for intersymbol
interference channels. This method provides a practical means
of approximating Costa’s scheme and has been adopted in
multi-user communication systems [17]–[20] due to its rel-
atively low computational complexity. Although it does not
achieve the full capacity promised by theory [21]–[23], it
leverages the transmitter’s knowledge of the interference and
outperforms naïve strategies that treat the interference as
noise.

Drawing on recent advances [24]–[27] in learning-based
approaches to lossy compression with decoder-only side in-
formation (i.e., the Wyner–Ziv problem [28]), which is known
to be dual of channel coding with encoder-only side informa-
tion [29]–[31] [32, Chapter 6], we formulate and demonstrate
a data-driven perspective on DPC. Prior work [25], [27] has
shown that neural networks can effectively learn nonlinear
encoder–decoder mappings to perform binning, which is a key
mechanism that is known to be difficult to design analytically.
Motivated by these insights, we explore how similar benefits
can be realized in the DPC setting, where learning-based
models are naturally suited to capture the nonlinear transforms
that may aid in effective interference pre-cancellation.

As such, we revisit the classical DPC problem from a
learning perspective, proposing a data-driven approach where
both the encoder and decoder are parameterized by neural
networks trained jointly. To overcome the smoothness bias
that arises in artificial neural networks [33], [34], which
makes them prone to underfitting periodic functions [35], we
incorporate theory-guided design choices by using sinusoidal
activation functions. This architectural choice enables the
model to recover the modulo-like behavior characteristic of
THP and lattice-based precoding schemes. Furthermore, the
model requires no prior knowledge of the channel, inter-
ference, or input distribution, and instead learns to adapt
its behavior directly from data in the presence of known
interference. It not only matches or exceeds the performance
of schemes such as THP and lattice-based solutions, but also

The encoder maps  and known interference  
 to an input , subject to an 

average power constraint. 

V
S X

As shown in [23], the resultant equivalent channel can be
expressed as an additive noise channel given by:

Ỹ = v +N → mod !, (9)

where N → = (1→ ω)U + ωN mod !.
Since the encoder output is uniformly distributed over the

fundamental Voronoi region of the lattice, its power and
entropy are directly determined by the shape of the chosen
lattice. For a fixed volume (i.e., fixed entropy), certain lattices
can achieve lower average power than the hypercube, particu-
larly in high dimensions [39]. This power gain translates into
a corresponding increase in mutual information when modulo-
lattice coding is applied for DPC [23].

D. Modeling assumptions

In this paper, we consider an uncoded transmission setting,
where the encoder and decoder can be viewed as interfacing
with conventional channel coding blocks. This setup isolates
the impact of learning on the encoder–decoder mappings and
highlights the ability of neural networks to model nonlinear
transformations useful for interference pre-cancellation. The
input to the encoder consists of uniformly distributed mes-
sages v ↑ V . We assume that these messages are initially
mapped to a one or two-dimensional modulation scheme,
such as BPSK or QPSK, which are subsequently encoded
based on interference. Our approach focuses on learning the
encoder and decoder mappings to minimize the symbol error
rate (SER).

III. NEURAL DIRTY PAPER CODING (DPC) SCHEME

We consider a learning-based one-shot DPC scheme in
which both the encoder and decoder in Fig. 1 are parameter-
ized by neural networks and trained end-to-end. The encoder
is represented by a deterministic function eω : V ↓Rk ↔ Rk,
where ε denotes its encoder parameters, V ↑ V is the message
index to be transmitted, and S ↑ Rk is the interference known
noncausally by the transmitter. The state and output dimension
k ↑ {1, 2} are determined by the initial modulation scheme,
e.g., k = 1 for BPSK and k = 2 for QPSK. The encoder
outputs the channel input X ↭ eω(V, S), which is subject to
an average power constraint.

The decoder is modeled as a probabilistic function pε :
Rk ↔ P(V), where ϑ denotes its parameters and P(V) is the
probability simplex over the message set. Given the received
channel output Y ↑ Rk, the decoder outputs a probability
distribution over possible messages in V . During inference,
we assume the decoder makes hard decisions, and the final
message estimate is obtained by selecting the most likely
message:

V̂ ↭ arg max
v↑{1,··· ,|V|}

pε(v|y), (10)

which results in SER = P (V ↗= V̂ ). The entire neural DPC
scheme is trained end-to-end by minimizing the following
objective:

L(ε,ϑ) = E
[
→ log pε(v|y) + ϖ↘eω(V, S)↘2

]
, (11)

(a) w/sinusoidal activations, scoring
SNR : 7.03 dB, SER : -1.10 dB.

(b) w/leaky ReLU activations, scoring
SNR : 8.83 dB, SER : -1.11 dB.

Fig. 2: Visualization of decision regions for the proposed learning-
based decoder, where the message V is initially mapped to QPSK,
with interference S → N (0, 30) and channel noise N → N (0, 1).
The models in both panels are trained with ω = 5 in Eq. (11).
The left figure shows the case where both the encoder and decoder
use sinusoidal activation functions, resulting in a highly regular
tiling reminiscent of the hexagonal lattice, which has the tightest
sphere packing in two dimensions [39, Chapter 3]. In contrast, the
right figure shows the decision map when leaky rectified linear
units (ReLU) activations are used instead (with all other parameters
unchanged), leading to irregular and less structured decision regions.

where the first term is the cross-entropy between the true
message V and the predicted distribution pε(v|y), serving as
a surrogate for minimizing SER. The second term penalizes
the ϱ2-norm of the encoder output X = eω(V, S), enforcing
an average power constraint. The hyperparameter ϖ controls
the trade-off between symbol detection accuracy and power
efficiency of encoder mapping.

Both the encoder and decoder are implemented as neural
networks with three fully connected layers of 128 units each,
excluding the output layers. The encoder takes as input the
concatenation of the message index v and the interference s,
and maps it to a channel input x ↑ Rk. All hidden layers use
sinusoidal activations, which we found particularly effective
for learning many-to-one mappings for the DPC setup under
consideration. Consistent with the findings in [35], we hy-
pothesize that the sinusoidal activations enable the network to
recover periodic mappings, which are essential for capturing
the modulo-like behavior inherent in structured precoding
schemes such as THP and lattice-based methods, as discussed
in Sec. II-C. We observed that sinusoidal activations naturally
support learning mappings that repeat over the interference
domain, much like the tiling behavior of a quantizer or
modulo-lattice operation as in Eqs. (6)–(8). As shown in both
panels of Fig. 2 (which will be further discussed in Sec. IV),
replacing sinusoidal activations (Fig. 2a) with standard leaky
rectified linear units (ReLU) functions (Fig. 2b) significantly
alters the mapping recovered at the decoder, disrupting the
emergence of a hexagonal tessellation.

We implement our experiments in the JAX framework [40],
and train the neural DPC schemes using the Adam opti-
mizer [41] for 500 epochs, by which point the loss is visibly
converged. All empirical evaluations, including power and
SER estimates, are obtained by averaging over 220 samples.

Ozyilkan, Ulger & Erkip (IEEE ITW, 2025)
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• Relay and destination signals are correlated:  
Distributed compression techniques, like Wyner-Ziv, can be useful!

• …but practical relaying schemes have not been fully developed.

• We model relays as learned distributed compressors  
learned compress-and-forward strategy.→

Ozyilkan*, Carpi*, Garg & Erkip (IEEE SPAWC, 2024)
Ozyilkan*, Carpi*, Garg & Erkip (IEEE J. Sel. Areas in Communications, 2025)
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• Relay’s POV: Simplest compression setup w/ channel coding. 

• Compress  to help destination decode  via orthogonal noiseless link.YR W

Detection-Oriented Relays System Model

Primitive Relay Channel (PRC) – out-of-band relay
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Relay’s POV: compress YR to help the destination decode W

CF is optimal for oblivious relaying [1]
Task-aware design: detection-oriented relays

Task: symbol detection (demodulation)
Goal: maximize communication rate I(X ;YD ,U) subject to rate constraint R

[1] O. Simeone, E. Erkip, S. Shamai, “On codebook information for interference relay channels with out-of-band relaying,” IEEE TIT 2011
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Simulation Scenario
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• First proof-of-concept towards practical neural CF relaying scheme.

• Distributed compression helps in exploiting correlation at the destination.

• Ongoing project:

• Extending neural CF to diamond relay channel  
(i.e., w/ two relays connected to the destination via two separate links)
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Abstract—The diamond relay channel, where a source
communicates with a destination via two parallel relays, is one
of the canonical models for cooperative communications. We
focus on the primitive variant, where each relay observes a
noisy version of the source signal and forwards a compressed
description over an orthogonal, noiseless, finite-rate link to the
destination. Compress-and-forward (CF) is particularly effective
in this setting, especially under oblivious relaying where relays
lack access to the source codebook. While neural CF methods
have been studied in single-relay channels, extending them to
the two-relay case is non-trivial, as it requires fully distributed
compression without inter-relay coordination. We demonstrate
that learning-based quantizers at the relays can harness input
correlations by operating independently yet collaboratively,
enabling effective distributed compression in line with Berger–
Tung-style coding. Each relay independently compresses its
observation using a one-shot learned quantizer, and the
destination jointly decodes the source message. Simulation results
show that the proposed scheme, trained end-to-end with finite-
order modulation, operates close to the theoretical bounds. These
results demonstrate that neural CF can scale to multi-relay
systems while maintaining both performance and interpretability.

Index Terms—diamond relay channel, compress-and-forward,
distributed compression, task-aware compression, binning.

I. INTRODUCTION

Modern wireless systems, including cellular and cell-free
architectures, increasingly rely on distributed infrastructures
where remote radio heads handle radio and front-end
processing, while a central unit performs decoding and
coordination [1]. Distributed cooperative relaying is the basic
element in what is known as the Cloud Radio Access Network
(CRAN), where there are several relays, each of which
possesses a capacity-constrained backhaul link to a central
unit [2], [3], also referred to as a cloud decoder. Motivated
by CRAN, in this paper, we study the diamond relay channel

(DRC), a canonical model consisting of a source, two relays,
and a destination, where the relays assist in transmission via
two separate links to the destination, and no direct link exists
between the source and the destination [4].

When relay-to-destination links are rate-limited, efficient
compression becomes essential for maintaining high
throughput [2]. The primitive DRC, where each relay
forwards its noisy observation over an orthogonal (or out-
of-band) finite-rate link, provides a useful abstraction [5].
In this model, the compress-and-forward (CF) strategy [6]
is particularly effective, especially under oblivious relaying,
where relays are unaware of the source codebook [7]–[9]. The
oblivious setting aligns naturally with learning-based designs,
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Fig. 1: Primitive diamond relay channel model under consideration.
Red links indicate orthogonal (or out-of-band) relaying between the
two relays and the destination.

where relays learn to compress their observations directly
from data without requiring knowledge of the transmission
strategy adopted by the source.

Motivated by this connection, we extend prior work on
neural CF for single-relay channels to the primitive DRC
with independent Gaussian noises [10]. This extension is non-
trivial, as it requires fully distributed compression without
direct communication between relays. In this setting, the
information-theoretic technique known as compress–bin [11]
offers a reasonable strategy, yet it remains challenging
to implement in practice. To our knowledge, there are
no existing practical CF schemes that perform distributed
compress–bin considering multiple relays. We propose an end-
to-end learned framework where each relay independently
compresses its observation using a one-shot neural quantizer,
and the destination jointly decodes the source message.
Interestingly, although no explicit structure is imposed, the
learned compressors recover binning behavior consistent with
Berger–Tung-style distributed compression [11, Chapter 12],
enabling near-optimal performance under rate constraints.

Simulation results show that the proposed scheme, trained
end-to-end with finite-order modulation, operates close to
the theoretical bounds for the Gaussian primitive diamond
channel. These results underscore the promise of neural CF as
a scalable and interpretable solution for multi-relay systems.

II. SYSTEM MODEL

We consider the primitive DRC model in [12], as illustrated
in Fig. 1, where we consider a finite-order modulation in which
an index W → {1, . . . , |X |} is mapped to a symbol X → X ,
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unit [2], [3], also referred to as a cloud decoder. Motivated
by CRAN, in this paper, we study the diamond relay channel

(DRC), a canonical model consisting of a source, two relays,
and a destination, where the relays assist in transmission via
two separate links to the destination, and no direct link exists
between the source and the destination [4].

When relay-to-destination links are rate-limited, efficient
compression becomes essential for maintaining high
throughput [2]. The primitive DRC, where each relay
forwards its noisy observation over an orthogonal (or out-
of-band) finite-rate link, provides a useful abstraction [5].
In this model, the compress-and-forward (CF) strategy [6]
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where relays learn to compress their observations directly
from data without requiring knowledge of the transmission
strategy adopted by the source.

Motivated by this connection, we extend prior work on
neural CF for single-relay channels to the primitive DRC
with independent Gaussian noises [10]. This extension is non-
trivial, as it requires fully distributed compression without
direct communication between relays. In this setting, the
information-theoretic technique known as compress–bin [11]
offers a reasonable strategy, yet it remains challenging
to implement in practice. To our knowledge, there are
no existing practical CF schemes that perform distributed
compress–bin considering multiple relays. We propose an end-
to-end learned framework where each relay independently
compresses its observation using a one-shot neural quantizer,
and the destination jointly decodes the source message.
Interestingly, although no explicit structure is imposed, the
learned compressors recover binning behavior consistent with
Berger–Tung-style distributed compression [11, Chapter 12],
enabling near-optimal performance under rate constraints.

Simulation results show that the proposed scheme, trained
end-to-end with finite-order modulation, operates close to
the theoretical bounds for the Gaussian primitive diamond
channel. These results underscore the promise of neural CF as
a scalable and interpretable solution for multi-relay systems.

II. SYSTEM MODEL

We consider the primitive DRC model in [12], as illustrated
in Fig. 1, where we consider a finite-order modulation in which
an index W → {1, . . . , |X |} is mapped to a symbol X → X ,

e.g., non-terrestrial networks 
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Ozan Aygün, Ezgi Özyılkan, Elza Erkip
Department of Electrical and Computer Engineering, New York University, Brooklyn, NY

{ozan, ezgi.ozyilkan, elza}@nyu.edu

Abstract—The diamond relay channel, where a source
communicates with a destination via two parallel relays, is one
of the canonical models for cooperative communications. We
focus on the primitive variant, where each relay observes a
noisy version of the source signal and forwards a compressed
description over an orthogonal, noiseless, finite-rate link to the
destination. Compress-and-forward (CF) is particularly effective
in this setting, especially under oblivious relaying where relays
lack access to the source codebook. While neural CF methods
have been studied in single-relay channels, extending them to
the two-relay case is non-trivial, as it requires fully distributed
compression without inter-relay coordination. We demonstrate
that learning-based quantizers at the relays can harness input
correlations by operating independently yet collaboratively,
enabling effective distributed compression in line with Berger–
Tung-style coding. Each relay independently compresses its
observation using a one-shot learned quantizer, and the
destination jointly decodes the source message. Simulation results
show that the proposed scheme, trained end-to-end with finite-
order modulation, operates close to the theoretical bounds. These
results demonstrate that neural CF can scale to multi-relay
systems while maintaining both performance and interpretability.

Index Terms—diamond relay channel, compress-and-forward,
distributed compression, task-aware compression, binning.

I. INTRODUCTION

Modern wireless systems, including cellular and cell-free
architectures, increasingly rely on distributed infrastructures
where remote radio heads handle radio and front-end
processing, while a central unit performs decoding and
coordination [1]. Distributed cooperative relaying is the basic
element in what is known as the Cloud Radio Access Network
(CRAN), where there are several relays, each of which
possesses a capacity-constrained backhaul link to a central
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When relay-to-destination links are rate-limited, efficient
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where relays learn to compress their observations directly
from data without requiring knowledge of the transmission
strategy adopted by the source.

Motivated by this connection, we extend prior work on
neural CF for single-relay channels to the primitive DRC
with independent Gaussian noises [10]. This extension is non-
trivial, as it requires fully distributed compression without
direct communication between relays. In this setting, the
information-theoretic technique known as compress–bin [11]
offers a reasonable strategy, yet it remains challenging
to implement in practice. To our knowledge, there are
no existing practical CF schemes that perform distributed
compress–bin considering multiple relays. We propose an end-
to-end learned framework where each relay independently
compresses its observation using a one-shot neural quantizer,
and the destination jointly decodes the source message.
Interestingly, although no explicit structure is imposed, the
learned compressors recover binning behavior consistent with
Berger–Tung-style distributed compression [11, Chapter 12],
enabling near-optimal performance under rate constraints.

Simulation results show that the proposed scheme, trained
end-to-end with finite-order modulation, operates close to
the theoretical bounds for the Gaussian primitive diamond
channel. These results underscore the promise of neural CF as
a scalable and interpretable solution for multi-relay systems.

II. SYSTEM MODEL

We consider the primitive DRC model in [12], as illustrated
in Fig. 1, where we consider a finite-order modulation in which
an index W → {1, . . . , |X |} is mapped to a symbol X → X ,
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respective curves, similar to Fig. 3.

relative to the midpoints between PAM symbols, which would
be optimal thresholds without relaying, but are also more finely
partitioned.

This figure also reflects how the demodulator at the
destination learns to make decisions over combinations of
quantized indices. For instance, when the square symbol is
transmitted, the encoders are likely to produce index light
red from Relay 1 and index light purple from Relay 2. In
this case, the corresponding decision region for the square
symbol at the destination becomes larger than those of other
symbols, demonstrating how the learned demodulator adapts
the likelihood pω(w|eε1(yR1), eε2(yR2)) based on the received
indices from the two relays. Moreover, we observe that the
joint combinations of indices from both encoders can result
in the same combination being assigned to multiple disjoint
regions, for example, the combination represented by the
orange color in Fig. 5c, which appears in two nonadjacent
regions. To illustrate this behavior more precisely, we consider
the following example. Even when the signal YR2 lies
within a region typically associated with the cross symbol,
the demodulator may instead assign the triangle symbol.
This occurs due to the shared brown index across the four
nonadjacent regions, as shown in Fig. 5c. Such a pattern
suggests that the encoders prioritize finer quantization around
the origin, where multiple decision boundaries cluster, while
tolerating overlap in the off-center regions. This trade-off
reduces the SER in high-probability areas and simultaneously
leverages binning by assigning the same index to nonadjacent
regions, thereby reducing the compression rate.

Notably, such a compress-bin strategy does not emerge (not
shown) in the p2p scheme in, where the encoders, by nature,
do not exploit inter-relay correlation as seen in Fig. 2b. As a
result, the p2p scheme tends to require a higher rate to achieve
a similar SER level, particularly in the low-rate regime, as seen
in Fig. 3. A more detailed comparison of these behaviors will
be provided in the full version of the paper.

(a) (b)

(c)

Fig. 5: Visualization (best viewed in color) of learned encoders,
eω1 (YR1) in (a) and eω2 (YR2) in (b), and demodulator decisions
in (c) for 4-PAM modulation when R→ = R1+R2

2 ↓ 1.50 and
ωR1 = ωR2 = 10dB. Different colors for encoders represent
distinct quantization indices eω1(YR1) and eω2(YR2), while the colors
in the decision regions of the demodulator correspond to unique
combinations of quantization indices received from the two relays.
Vertical and horizontal lines indicate the decision boundaries of the
relay encoders, and markers represent the hard decisions made at the
demodulator. The transmitted symbols for each relay are shown near
the axes for reference.

V. FULL-PAPER SUBMISSION

The full version of the paper will include a more
comprehensive analysis of the learning objectives where we
explain our reasoning behind the loss function in more detail.
It will also present extended numerical results across a wider
range of modulation schemes, such as 4-QAM and 16-QAM,
and examine how performance varies with SNR and rate
constraints. In addition, the full paper will provide further
visualizations, including those for the p2p scheme shown in
Fig. 2b, offering deeper insights into the differences between
distributed and p2p strategies displayed in Fig. 2.

(a) (b)

(c)

Fig. 6: Visualization (best viewed in color) of learned distributed
encoders, eω1 (YR1) in (a) and eω2 (YR2) in (b), and demodulator
decisions in (c) for 4-PAM modulation when R → 1.50 and
ωR1 = ωR2 = 10dB. Different colors for encoders represent
distinct quantization indices eω1(YR1) and eω2(YR2), while the colors
in the decision regions of the demodulator correspond to unique
combinations of quantization indices received from the two relays.
Vertical and horizontal lines in (a) and (b) indicate the decision
boundaries of the relay encoders, and markers in (c) represent the
hard decisions made at the demodulator. The transmitted symbols by
each relay are also shown near the axis for reference.

similar SER level with the distributed one, particularly in the
low-rate regime, as seen in Fig. 3.

V. CONCLUSION

In this paper, we have extended the application of neural
CF scheme to the DRC setup, where two separated relays
compress their noisy observations and forward them to
the destination for joint decoding. To this end, the relay
compressors and the demodulator were parameterized by fully
connected neural networks and trained end-to-end. Simulation
results demonstrate that the proposed neural distributed CF
scheme consistently outperforms the benchmark p2p scheme,
while approaching the asymptotic behavior and operating
close to theoretical limits as the average relay rate increases.
We have evaluated performance across various modulation

schemes, both real and complex, and provided an explanation
on how the distributed neural CF architecture induces decision
regions at the destination that exhibit joint binning, resulting
in reduced compression rate.

As a future work, we plan to investigate robustness under
heterogeneous relay conditions, such as unequal SNRs or
asymmetric rate constraints. Another promising direction
is to generalize the framework to multi-source networks,
where relays must compress signals coming from multiple
transmitters.
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[18] E. Ozyilkan, J. Ballé, and E. Erkip, “Neural distributed compressor

discovers binning,” IEEE Journal on Selected Areas in Information

Theory, vol. 5, pp. 246–260, 2024.
[19] D. P. Kingma, “Adam: A method for stochastic optimization,” arXiv

preprint arXiv:1412.6980, 2014.



Summary on Neural Compress-and-Forward

41

• Learning-based distributed compressors are useful for task-aware/semantic 
communication problems while being interpretable!



Summary on Neural Compress-and-Forward

41

• Learning-based distributed compressors are useful for task-aware/semantic 
communication problems while being interpretable!

• Operating close to the capacity in primitive relay channel: 
→ Ozyilkan*, Carpi*, Garg & Erkip (IEEE SPAWC, 2024) 

→ Ozyilkan*, Carpi*, Garg & Erkip (IEEE J. Sel. Areas in Communications, 2025)

✓ Patent application in preparation. 



Summary on Neural Compress-and-Forward

41

• Learning-based distributed compressors are useful for task-aware/semantic 
communication problems while being interpretable!

• Operating close to the capacity in primitive relay channel: 
→ Ozyilkan*, Carpi*, Garg & Erkip (IEEE SPAWC, 2024) 

→ Ozyilkan*, Carpi*, Garg & Erkip (IEEE J. Sel. Areas in Communications, 2025)

✓ Patent application in preparation. 

• Observations generalize to multi-relay setups as well: 
→ Aygun, Ozyilkan & Erkip (IEEE Asilomar, 2025)



Summary on Neural Compress-and-Forward

41

• Learning-based distributed compressors are useful for task-aware/semantic 
communication problems while being interpretable!

• Operating close to the capacity in primitive relay channel: 
→ Ozyilkan*, Carpi*, Garg & Erkip (IEEE SPAWC, 2024) 

→ Ozyilkan*, Carpi*, Garg & Erkip (IEEE J. Sel. Areas in Communications, 2025)

✓ Patent application in preparation. 

• Observations generalize to multi-relay setups as well: 
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• Revised objective: Distortion ↔︎ Classification.

• MPEG activity, “Video Coding for Machines” 
→ Ozyilkan*, Ulhaq*, Choi & Racapé (IEEE DCC, 2023)



If you found this talk interesting …

Publications: https://ezgi.space 
 
Reach out to me at ezgi.ozyilkan@nyu.edu!

42

https://ezgimez.github.io
mailto:ezgi.ozyilkan@nyu.edu


If you found this talk interesting …

Publications: https://ezgi.space 
 
Reach out to me at ezgi.ozyilkan@nyu.edu!

42

Apple, ML + Video Research

Moving forward, will be working on: 
perceptual optimization  
+ compression + 3D vision
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